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Abstract: We use bank retail interest rates as price exaniplasstudy of the determinants of price
durations. The extraordinary richness of the ditava us to address some major open issues from the
price rigidity literature, such as the functionatrfi of the hazard of changing a price, the efféirm

and market characteristics on the duration of prieed asymmetry in the speed of adjustments to
positive and negative cost shocks. We find that ghebability of a bank changing its retail rate
initially (that is, in roughly the first six monthaf a spell) increases with time. The most impdrtan
determinants of the duration of retail interesesafre the cumulated change in the money market
interest rates and the policy rate since the lasilr rate change. Among bank and market
characteristics, the size of the bank, its marketres in a given local market, and its geographical
scope significantly modify retail rate durationset&l rates adjust asymmetrically to positive and
negative wholesale interest rate changes; the asymyof the adjustment is reinforced in part by the
bank’s market share. This suggests that monopoldistortions play a vital role in explaining

asymmetric price adjustments.
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1. Introduction

Price inflexibility is a key determinant of busisesycle fluctuations and the efficiency of
monetary policy. Theoretical work has proposedradtive views on the sources of this
inflexibility, ranging from pure time dependencyalo 1983; Taylor 1980) and information
costs (Mankiw and Rice 2002) to state-dependenistient costs (Sheshinski and Weiss
1977; Caplan and Spulber 1987) as well as a combmaf information and adjustment costs
(Alvarez et al 2010). Modern empirical research faxsised on evaluating the validity of
these models, mainly using pricing data for broadge of product categories (e.g. CPI,
scanner or scraped ddtajThese studies have substantially improved thefepsion’s
understanding of factors that affect the duratibprace spells. Nevertheless, data limitations
associated with the multiproduct dimensions ofdhta have constrained the ability of these
macroeconomic studies to resolve some ambiguitiegarticular, (i) empirical estimation of
the functional form of the hazard of price changekich is typically used to discriminate
among alternative theoretical models, producedteswconsistent with any of the suggested
models; (ii) the empirical relation between firmdamarket characteristics and price-spell
duration has still not been identified; and (iifetsources of the asymmetric adjustment to

positive and negative cost shocks are not well igtded.

Earlier empirical research has found downward-siggiazards (Nakamura and Steinsson,
2009; Alvarez, Burriel, and Hernando, 2005). Thesult is inconsistent with most price-
setting theories, which suggest flat or upward4sighazards. The empirically documented
downward-sloping hazards are usually explained bydyct heterogeneity In addition,
economic theory has so far suggested monopolisstortions and asymmetric adjustment
costs as possible sources of an asymmetry of dowhard upward price adjustments, but
empirical research has failed to find convincingmurt for any of these factors (see Petzman,

2000; Hannan, 1994).

! Seminal examples include Bils and Klenow 2004, &atra and Steinsson 2009
’ The importance of exploring heterogeneity is urided by a recent study focused on scraped dataabgl®
(2011) which finds hump-shaped hazards of indivigmaduct prices in a few Latin American economies.
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A potential explanation for both puzzles is thahaligh theories have been designed to
address price dynamics at the micro (firm—prodlestgl, empirical tests are usually based on
more aggregate, cross-industry comparisons (Bitlel &lenow, 2004; Nakamura and
Svensson, 2009). The major shortcomings of crasgsiiny comparisons are that they cannot
identify the impact of unobserved, industry-speciéictors, they cannot control for firm- and
industry-specific characteristics, and they canragal with industry-level product
heterogeneity. A newer strand of the price-rigiditigrature, involving scanner data from one
or a few retail firms (Eichenbaum and JaimovichtHfooming; Burstein and Hellwig, 2007)
helps address product heterogeneity. But sincedbpe of scanner data is limited to one or a
few firms, these studies cannot yet address thacemgf firm and industry variation on the
form of the hazard and on the asymmetry of prigasachent. Moreover, the limited scope of
both industry-level and scanner data limits theeptal usefulness of both sets of data in

analyzing the effects of firm- and market-speciiiciables on price durations.

In this paper, we revisit the issue of the infraguye of price changes, using a new,
comprehensive dataset that allows us to addresthtbe open questions mentioned earlier.
For price examples, we use the data explore tlzl ieterest rates offered by roughly 600
U.S. banks in about 160 local markets. While theugoon the “pricing” of just a few retail
“products” admittedly limits the scope of the arzag pricing behavior, it allows us to
perform deeper microeconometric exploration ofdeeerminants of the pricing behavior for
the analyzed product categories. The main advanbfgesing retail interest rates in this
framework is the extraordinary data availabilityatttallows us to combine high-frequency
information on the retail interest rates offeredablarge sample of U.S. commercial banks in
different local markets (defined as metropolitaatistical areas, or MSAs) with information
on the key features of the offering banks and thespective local markets. As a result, we
can observe the price-changing behavior of manytipratiuct, multimarket firms while also

knowing the firm and market characteristics.



The empirical analysis is structured around testing theoretical hypothesis of state-
dependent pricing based on the assumption thadehision to change a price is determined
by the trade-off between the costs of deviatiomfian unobservable optimal price level and
the costs of adjusting the price to this optimaklg Sheshinski and Weiss, 1977; Caplan and
Spulber, 1987; Caballero and Engel, 2007). We garoximate changes in the optimal
interest rate, which are otherwise unobservabletragking the dynamics of market and
monetary policy interest rates. We control for &ddal factors that could affect both the
optimal price level and the adjustment costs byusiog bank-specific and market-structure
variables, such as the bank’s size, its marketestaard geographical scope, and the

concentration of the market.

Our approach benefits from a few features of udimg retail-interest-rate setting as a
laboratory for exploring price dynamics. To staithythe approximation of optimal price
changes is less controversial than in other intasstwhere the cost and revenue structures are
usually less transparent. Moreover, the fact thahkbretail products are relatively
homogeneous alleviates heterogeneity concernsalyzng the form of the hazard function,
and the fact that interest rate dynamics are tllgistudied in the longer term, characterized
by both downward and upward movements, enrichesabiity to address the issues of
asymmetry of adjustment. In our view, these advgagaoutweigh the difficulties associated
with the role of bank—customer relationships ireiast rate setting and the link between loan

interest rates and borrowers’ risk, which we néhadass discuss in detail.

Our analysis of retail interest rate durations pemts as follows: We start by summarizing the
descriptive statistics of micro-level retail intseteate dynamics. We show that retail interest
rate changes for a broad set of retail bank predact very infrequent and are large when
they do occur (much larger than the average pi@ge for goods and services). We then
study the duration of the periods (“spells”) ovdmigh retail interest rates remain fixed. We

find that the duration varies substantially bothiwi and across bank products. To shed more



light on this variation, we employ duration anatyso study the form of the hazard of

changing bank retail rates as well as the hazaetsrminants.

The nonparametric estimation of the hazard fun®idiorm uncovers a hump-shaped
relationship between the time since the latest ghan the retail rate and the probability that
the retail rate will be changed. This form of ttetimated hazard function suggests that the
conditional probability of a rate change increaséhkin the first five to seven months after a
change and decreases afterwards. The hump-shapariha an interesting observation in
view of the existing literature, which so far hangrally found downward-sloping hazatds

It indicates that, consistent with state-dependtrd@ories, concentrating on relatively
homogenous sets of products generates the initigdlyard-sloping hazard. However, the
downward-sloping hazard, after the local maximumesched at roughly six months, might
still arise due to heterogeneity across bank pyisimategies. (If we have a set of banks that
re-price very frequently and some that re-priceyvefrequently, after a few periods we will
be left with the long spells of infrequently adjagt banks, and the form of the hazard

function will slope downward.)

The infrequency and the large magnitude of therasterate changes as well as the initially
increasing form of the hazard function are all ¢stesit with state-dependent “price”-setting
behavior. We scrutinize the exploration of the esd¢pendency of retail rate changes by
analyzing the determinants of the spells’ duratiéor this purpose we construct empirical
proxies for the magnitude of the deviation of therent retail rate from the unobserved
“optimal” rate. These proxies not only accountttoe general interest rate dynamics but also
allow for heterogeneity across retail responseaggregate interest rate dynamics based on
the variation of bank and market characteristickstimating a semi-parametric COX
proportional hazard duration model, we find supgdort state-dependent pricing behavior

reflected in the economically and statisticallyosgly significant impact of general interest

*We are aware of a study by Cavallo (2011), whigle ihds hump-shaped hazards using
individual product-level scraped data from fourihaamerican economies.
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rate dynamics. The response to wholesale rateggelsan also strongly asymmetric: A drop in
the wholesale rate accelerates a bank’s decisiathange deposit rates, while a rise in the
wholesale rate does not accelerate the re-pricgagsbn. The converse is true for loan rates.
The response to wholesale rate changes also Btralgpends on bank and market
characteristics, suggesting consistent with classmdustrial organization theory that the
reaction of the optimal retail rate to wholesale @dynamics is modified by the banks’ market

position.

With regard to the asymmetry in price dynamics,n@é only confirm the results suggested
by earlier papers that were based on more resgichethodologies (Berger and Hannan,
1991; Neumark and Sharpe, 1992; Petzman, 2000albattake the advantage of our rich
dataset to revisit the topic of asymmetric pric¢usitinent by employing competing risks
duration models that analyze positive and negatitail interest rate changes as separate
failure events. The benefits of the competing riskedel can be summarized in two ways.
First, we can explore the effect of covariates thatease the risk of increasing and decrease
the risk of decreasing retail rates (or vice verSace these effects offset one another, their
effect cannot be correctly tracked in a standamhithrates model. To that end, we estimate
separately the effect of positive and negativer@derate changes on the hazards of positive
and negative retail rate changes. We also add dadknarket characteristics as covariates in
the competing risks models to explore their potérgifect on reinforcing asymmetry. The
results of the estimation indicate that the eff@cinterest rate dynamics is indeed partially
offset in a classical hazard model. They also uacdke bank’s market share as the main

factor reinforcing the asymmetry of adjustment.

Besides the previously discussed contributionbeqorice rigidity literature with regard to the
form of the hazard, the identification of firm- andhrket-specific effects, and the asymmetry
of the adjustment, our results also contributéentoliterature of interest rate dynamics. So far,

this literature has focused either on the probigbdf a bank keeping its retail interest rates



unchanged for a certain exogenously chosen periodme (Berger and Hannan, 1991;
Neumark and Sharpe, 1992; and Mester and Sount@®$) or on the incompleteness of
retail interest rate adjustments to changes in taop@olicy (see Hofmann and Mizen, 2004;
de Graeve et al., 2007; Kleimeier and Sander, 2808;others). The major disadvantage of
the former is that its focus on exogenously givaretperiods (usually a month or a quarter)
ignores the short- and long-term dynamics of ratagrest rates. The latter strand of the
literature is challenged by the fact that it useshhiques, such as vector-autoregression
analysis, that were originally designed for usehvilte time series of aggregate data. The
smooth adjustment assumptions are too strong wimgosed on micro-level data, so the
robustness of the results is not guaranteed. lincpkar, the linearity of cointegration implies
a quadratic cost of adjusting the interest fafée contribute to the literature on interest rate
dynamics by confirming its key micro-level resuitisasymmetrically delayed adjustment of
retail rates to monetary policy rate changes, using less restrictive framework of the
duration analysis. Unlike the cointegration apploacrrently used to study interest rate
dynamics, the use of the hazard functions involweduration analysis implies less strict
assumptions about the time series properties oadfgstment process; thus, it is closer to a
structural approach. The duration analysis alsowellus to include more control variables
than we could within a cointegration framework talow us to address more precisely the
role of market structure for retail interest ray@amics. By documenting the effect of market
structure characteristics as determinants of firfinahks’) price changing decision, our results
also contribute to the industrial organizationritere. Research in this area has so far been
concerned with single products in a limited numifemarkets (for example, see Slade, 1998,
an analysis of a price changing decision for saltrackers; and Nakamura and Zerom, 2010
for the case of retail coffee price changes). Tgkanlvantage of an extraordinarily rich

dataset, we extend the scope of this strand oflitteature by exploring the effects of

* Hofmann and Mizen (2004) and De Graeve et al. (R881@x the linear cointegration assumption anirese
nonlinear error-correction models as robustnessksheThese still assume continuous adjustment, lwksc
inconsistent with menu cost models.
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numerous firm and market characteristics that aszlas proxies for industrial structure and

comparing these effects across different produncssjoint empirical framework.

The rest of the paper is structured as followssétion 2, we describe the frequency and
duration of retail deposit and loan rate spellssdantion 3, we use hazard functions to analyze
the duration of individual price spells, focusimgparticular on the impact of wholesale rate
changes on the probability that retail interestsatill change, bringing a spell to an end, and
how this reaction is modified by bank and local ke&rcharacteristics. Section 4 employs
competing risk models to study the determinantsagymmetric adjustments. Section 5

concludes.
2. Empirical Framework
a. Data

Our dataset contains the deposit rates of 624 basks in 164 local markétéa total of 1,738
bank—market groups) and the loan rates of 86 La8kdin 10 local markets (a total of 254
bank—market groups) for the period starting Sepanil9, 1997, and ending July 21, 2006.
These rates are obtained fr@ank Rate Monitor. Our deposit rate data comprise by far the
largest sample that has yet been employed to stuelyprice dynamics of homogenous
products. The loan rate data sample available ie maich smaller (though we are not aware
of any studies using larger ones). It includes oatgs offered by the largest U.S. banks in the
10 largest banking markets (the MSAs of Boston,c@d, Dallas, Detroit, Houston, Los
Angeles, New York, Philadelphia, San Francisco, #ashington, D.C.). Because of the
small sample size and the fact that only the largasks in the largest markets are covered,
bank and local market characteristics are likelydoy much less in our loan rate data than in

our deposit rate sample.

The time span of our data is the longest employedas in a study of retail interest rate

dynamics. The period encompasses a full interéstagcle. The Federal Reserve target rate

® Local markets are defined, in the tradition of blamking literature, as metropolitan statisticalear (MSAS).
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moved from 5.5 percent at the beginning of the damperiod down to 1 percent in 2003, then
back up to 5.25 percent towards the end of theogeburing the observed time, there were
25 positive and 17 negative changes in the fedarals target rate. The substantial upward
and downward changes in the fed funds rate allowo study the connection between retalil

and wholesale rate dynamics during a period witis&ntial wholesale rate variation.

Bank Rate Monitor reports a comprehensive set of retail depositymrtsd(checking accounts,
money market deposit accounts, and certificatagepbsit with maturities of three months to
five years) and retail loan products (personal $odixed- and variable-rate credit cards,
mortgages, home equity lines of credit, auto loats). Note that rates for these products are
offered to customers with the best credit ratind amth no other relation to the bank. Rates
on products offered to existing customers mightyvimom those reported biank Rate
Monitor. The rates reported by BankRate Monitor shoulglib&ed as posted reference rates.
Even though actual transactions could take plagedifferent rate, a change in the reported

rate reflects a change in the reference rate aradmch the pricing policy is organized.

Interest rates for each product are given at a lyde&quency. The availability of weekly

data allows us to differentiate more precisely sheed of adjustment compared to previous
studies of interest rate rigidity (Berger and HannB991; and Neumark and Sharpe, 1992)
and price rigidity (Bils and Klenow, 2004; and Naka&a and Steinsson, 2008), which use

data at monthly or bimonthly frequencfes.

We enrich the dataset with a broad range of conanhbles for individual banks, taken from
the Quarterly Reports of Conditions and Income (Call Reports). We also include MSA market
level characteristics that are taken from S3aenmary of Deposits and are only available at an

annual frequency (the reporting date is June 30).

® To our knowledge, studies based on scanner dataharonly ones with frequencies that are highanth
monthly. However, they use data from only a singéailer, although possibly in different markets
(Eichenbaum, Jaimovich, and Rebello, forthcoming).
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We observe substantial variation in the depositlaad rates offered by multimarket banks in
different MSAs and therefore use the bank markethaspricing unit and use the variation
among multimarket bank rates across local marketdantify the effect of market structure

on interest rate dynamiés.
b. Spells

We set up the analysis of retail interest rate tiluma by defining an interest rate spell and
individual quote lines. We define the quote ljpeas the set of interest rates offered by biank
in local marketj for (deposit or loan) produgh. The interest rate spell is defined as a
subsection of the quote line for which the interete goes unchanged. This definition
assumes that if the same interest rate is reportedo consecutive weeks, it has not changed
between observations. We define the number of weekimg which the interest rate goes

unchanged as the duration of the interest raté. spel

To avoid left and right censoring, we include ospells for which we can identify the exact
starting and ending dates (the week for which &éiquaar rate was offered for the first time
and the last time). A spell ends with either a gjeaim the interest rate or the exit of the bank—
market unit from the observed sample. Identificatd the ending date is complicated by the
fact thatBank Rate Monitor reports rates offered by smaller banks only if ¢ueted rate
deviates from the one quoted the preceding weekcordrol for this, we assume that an
interest rate spell “survives” through the weeksluhe next observation is reported. (If the
next reported rate is in weeékwe assume the rate has “survived” until we€k). However,

in the few instances in our sample in which thekbamarket unit exits the sample for a longer
period (up two a few years) and re-enters the santpe assumption that observations are

missing only because there was no change in theesttrate is too strong. We control for this

" An estimation bias can arise if a bank-specificipg effect impacts pricing behavior in all localarkets,
where the assumption of spherical standard ermmsno longer be sustained. We account for potebtiak-
specific effects by estimating hazard functionsigsa shared frailty technique (see Nakamura anthsSen,
2008, which applies a similar approach to contolifeterogeneity across product groups).
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by treating an unreported rate as an unchangeandyaf the period of missing observations

is less than 52 weeKs.
c. Descriptive statistics and key facts about retailnterest rate changes

The average duration and the average change iretag rates for each of the deposit and
loan product categories are presented in Tablené&.dkta illustrate a substantial variation in
the average duration of interest rates acrossrdiffebank products, with checking account
rates and money market deposit account rates libgnost inflexible deposit ratésand
personal loan and credit card rates being the mflskible consumer loan rates. The average
duration of checking account rates is 17.71 weetsghly four months). Similarly, money
market deposit account rates, personal loan ratekfixed credit card rates change roughly

every three months on average.

Not only do the data show that interest rate chauage infrequent, but they also suggests that
the average retail interest rate change is vegelarhe second column of Table 1 presents the
average absolute value of the interest rate chagigen a nonzero rate change. This average
change is more informative when put into relatiothwhe average value of the respective
interest rate (for example, the average changedrchecking account rate seems very low in
absolute value, 0.16, but this represents roughhyrd of the average checking account rate).
The fourth column of Table 1 presents the averdigelate value of the changes relative to
the average rates. For checking account ratesvitiage size of the interest rate change is 30
percent. This average rate change is much higlaer ttie average price change documented
for any good or service categories (see NakamudaSiainsson, 2008, who find that the
highest average magnitude of regular price chargggess all product groups is 21.6

percent—for the product group “travel”). Similarbjpe average size of money market deposit

8 We did a few robustness checks here. For exarfgsléhe checking account rates, our approach ifiest204
spells when the rate was not observed for a fewksvbat reappeared with a changed value within 5@keelf
we account only for rates that reappear within 2&keg, we can identify 191 spells. If we impose ntaff
point with regard to the number of weeks a price nat observed, we have a total of 311 spells.
° The same has been found in the interest ratethemsgh literature (see de Graeve et al., 2007).
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account rate changes is also very high (24 percéh® average size of loan rate adjustments
is likewise relatively high (12 percent). The comdtion of infrequent and large retail interest
rate changes indicates a lumpy adjustment proedssh is consistent with theories of price

adjustment in the presence of non-convex adjustowsis.

In the rest of the paper we focus on the timintghefrate change of the most inflexible deposit
and loan rates: the checking account, the MMDA pg@esonal loan and the fixed credit card
rate. The focus on these products which show desgoéeprice” inflexibility very much
comparable to those of average product groupsestugsing CPI data (see Bils and Klenow
2004; Nakamura and Steinsson 2009) is related togoal to use retail interest rates as a
laboratory for the examination of price inflexilbyli The two deposit products we focus on are
the most widely offered retail deposit product. €ieg accounts represent on average
around 10% and MMDAs around 15% in the sample bdiMsilities. Personal loans and
fixed rate credit card lending represents a smalbetion of bank liabilities, but are of crucial
importance for funding retail customers’ consumptilh is likely that credit card contracts are
offered to new customers with teaser r&teBhis would, however, suggest that the credit card
rates published by BankRate Monitor — being teestes on new contracts- are less rigid and
asymmetric than the rates actually prevailing ia tharket. In this case, our results on both
the inflexibility of fixed credit card rates andetrasymmetry of adjustment would even be
reinforced. Note that the average duration and ghan the rates, presented in Table 1,
reflect all interest rate changes observed in #@a.d\ext, we account for the treatment of
temporary interest rate changes as an analoguengfarary price changes (sales), which
represent an important measurement issue and asaleced an important link in the chain of

the price-setting mechanism (Bills and Klenow, 200kamura and Steinsson, 2068).

12 see for example Calem, Gordy and Mester 2006.
' With regard to interest rate setting, the issu¢eafporary interest rate changes is more subtle.r¥¥éisea
change in the price of goods and services thaviersed after a few periods is usually classifie@ aale, such
automatic labelling is more controversial when &aplo interest rates. To illustrate this subtletynsider the
case in which a bank has been slow to adjusttd rates to an upward trend in wholesale rated,iaraises its
retail rates only shortly before wholesale rateststeclining. In this case, the reversion of thiif interest rate
to its previous level can simply reflect a reactiorchanges in the wholesale rate rather thanla."ddote that
12



Table 2 illustrates the number of temporary interate changes for some deposit and loan
products-® These could be considered “sales” in the classideé-dynamic sense, but could
as well represent pure measurement errors. Notetlieaproportion of price spells that
reversed after a week is particularly high. It ssjg that we might be dealing with
measurement errors that result from misreportiegdite in a particular week, rather than a de
facto change in the interest rate. To accountti, in the rest of this section we will track

the duration of spells, both including and exclggiemporary interest rate changes.

The distribution of the duration of spells for ckieg account and money market deposit
account rates and personal loan and fixed credtt &tes is presented in Chart 1-Chart
The distributions uncover the heterogeneity ofdheation of interest rate spells within each
deposit and loan product category. Most types tdrast rates shown in these charts have
spell durations of less than year. However, fohlogposit and loan rates a substantial portion
of the spells last for two years and even longer.¢xample, if we focus on the second panel
of the distribution charts (which does not treaesareversed in one week as spell-ending),
237 out of 7,456 spells of checking account ratdispast for more than 104 weeks. These
are offered by 78 different banks. In the case ohey market deposit account rates, 197 out
of 12,833 spells survive for more than two yeatsese are offered by 76 banks. For personal
loan rates, only 8 spells out of 663 last for miiv@n two years, and these are offered by 8

different banks.

Finally, 7 fixed credit card rate spells (out of0§3ast longer than two years, and these are
offered by 7 different banks. Note that whereasesdwanks repeatedly offer very rigid rates
for deposit accounts, this is not the case for l@des. This difference could result from our

sample sizes. Although the sample of banks for whie have deposit rates is relatively

because interest rate values are often roundesl lagls points, there is a high probability of reing to exactly
the same interest rate after a reversal in thel lefvéhe aggregate interest rate trend. Therefrejight be
misleading to call any interest rate change thesvsrsed after a few weeks a “sale.”
12 Table 2 only reflects the interest rate changesdhe reversed in four weeks or less. The numbehanges
reversed within five, six, seven, and eight weeksubstantially lower, and we treat these as requiae
changes (implying the end of an interest rate xpell
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comprehensive, it is limited to the biggest bamkghe case of loan rate data, and these banks

are certainly less heterogeneous than others.

We can summarize the descriptive statistics presemt this section with three key facts
about retail interest rate dynamics. First, theateim of the mean duration of interest rates
across different deposit and loan products is Yagia. While rates on certificates of deposits
and mortgages change frequently, rates on purédyl ervice products, such as checking
accounts, money market deposit accounts, persaals] and credit cards, are quite
inflexible. The rest of this paper focuses on tlyaasnics of these less flexible deposit and

loan rates?

Second, there is great variation in the durationntdrest rate spells within the individual
deposit and loan products. A large share of spmil$ within one month, but a substantial

share last for two years or more.

Third, the average magnitude of an interest ratngé is very large (much larger than the
average magnitude of price changes for goods amitss). This observation underlines the
lumpiness of interest rate adjustmetitand the challenges of using partial adjustmenteisod

for exploring bank interest rate dynamics.

These findings square well with key findings abquice rigidity (see Nakamura and
Steinsson, 2008, for example) and point to someoitapt similarities between price and
interest rate adjustments that justify our approathising price dynamic tools to analyze

interest rate dynamics.

Y Note that these products are not of merely margimglortance for banks and consumers: with regard to
deposits, checking accounts and money market deposbunts are the major source of retail fundogy.S.
banks; with regard to loans, personal loans anditcieards are the ones most closely related toapiv
consumption of non-housing items.
14 Unfortunately, we cannot compare our findings abinterest rate rigidities with similar results fnoother
countries or time periods, since none are availabthis time.
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3. The hazard of changing retail interest rates

Having documented the infrequency and heterogeogitgtail interest rate changes, we turn
to an analysis of the hazard rates of changingtail reterest rate, which capture the
probability of changing a given retail rate at at@@ point in time. The hazard function plots
the functional dependence between the time sineeldht interest rate change and the

probability of another change. Formally, the hazatd is expressed as

h(t) = P(T =T 1)

where P(T :t|T >t) gives the probability that the retail interest rai# change in period if

it has survived untilt—=1. The hazard rate, also known as the conditiémblre rate, is

computed as:

_ @
h) = 1-F(t)

where f(t) denotes the probability density function amdt) denotes the cumulative

distribution function.

The hazard rate’s property of plotting the funcéibmelation between the conditional
probability of a price change and the time since kst one has made it the preferred
empirical technique in the recent literature orce@rdynamics. Alternative theories of the
source of price inflexibility generate differenteplictions for the form of the hazard function.
The classical time-dependent model of Calvo 1988egdes a flat form of the hazard
function, the Taylor 1980 model of regular pricaebes generates flat hazard with repeated
spikes, while state-dependent price dynamic mogkslt in an upward sloping hazard of
changing the price (see Nakamura and Steinsso, @& discussion). The analysis of the
hazard rates can therefore be employed for therarabpdiscriminations among alternative
theoretical models. Unfortunately, the empiricahlgais with this regard has so far produced
more puzzles than it has resolved since most etapiexaminations of the hazard rates have

estimated decreasing hazard functions (Alvarezl @085; Nakamura and Steinsson 2009)
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inconsistent with both time- and state-dependeiciny theories. Downward sloping hazard
functions are typically explained by product hetgneeity: if the hazard for products with
very different price durations is estimated jointhhe resulting hazard function has a
downward slope since the hazard rate at shortidnsafwhen both frequently and seldomly
re-priced items are present in the sample) is higien the hazard rate for longer durations
(when all frequently re-priced item have left tle@nple and we only observe the hazard rates
for the less flexible products). The analysis atdrd rates of a finer grid of groups presented
by Cavallo (2011) is the only study we are awardhatt generates hump-shaped hazards.
Surprisingly, however, hazard rates have not yehlagpplied to interest rate dynamics where,
given the relative homogeneity of the products.andZunction estimations are potentially

less affected by heterogeneity concerhs.
A. Unconditional duration dependence

We start our examination of the hazard of changgtgil interest rates by presenting the
nonparametric Kaplan—Meier estimation of the haZarcttions for each of the more rigid
deposit and loan rates. Chart 5 illustrates thepaametric hazard rate estimation for the
checking account, money market deposit accounsopet loan, and fixed credit card rates,
respectively. For the sake of parsimony we onlys@neé the hazard rates estimated on the
samples that do not consider interest changessedeafter one week as ends of the interest

rate spells®

Despite the differences in the average durationhef spells across these products, a few
similarities are obvious. For all four types ofargst rates, we initially observe a statistically
significant increase in the hazard rate. After tdydialf a year, hazard rates reach a local
maximum and slowly decline afterwards. The graplustrate a new local maximum after

roughly one and one-half years; however, the $iaissignificance of this second maximum

15 Arbatskaya and Baye (2004) is the only paper wankof that presents the hazard function of interast
spells (in their case, online posted mortgage yates
16 Estimates using the full sample of interest citenges and those excluding sales with a durafitess than
four weeks are qualitatively very similar to thezhed rates presented.
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is weak. Our estimates of the hump-shaped formhef Hazard provide one of the few

empirical examples of an increasing hazard fundiora price change.
We interpret the estimated hump-shaped form oh#zard function as follows:

During the first six months or so, the hazard cérajing the interest rate increases, which
implies that rates that have not been changedfadr periods are more likely to be changed.
This is consistent with models of price dynamicghwixed menu costs (or, more generally,
non-convex adjustment costs), which imply incregdmazard functions (see Nakamura and
Steinsson, 2009; and Alvarez et al., 2006, forweeve of various hazard functions derived
from alternative price-setting modef$)After a period of roughly six months, the largest
portion of the spells in our sample has ended; wee laft with the long spells of the

infrequently adjusting banks, and the form of thedrd function is downward sloping.

Note that in these baseline estimations, we coritmolneither bank heterogeneity (across
banks) nor changes in wholesale market interestsrabr any other control variables that
could affect either the unobservable optimal retaigrest rate or the costs of adjusting the
retail interest rate. In the next section, we aanfior these by fitting a shared frailty model,

and we present the resulting impact on estimatedrdaates.
B. Determinants of the hazard of changing retail inteest rates

The availability of firm, market and interest rak&ta in our empirical framework allows us to
extend the analysis to study the determinants @fhzard of changing the retail rates. The
exploration of these determinants contains, onahe hand, information on the effect of
observed heterogeneity on price dynamics. On therdtand, by incorporating the available
information into state-dependency related covasiate can empirically test for the state-

dependency of the retail rate changes. Classiatd-dependent price dynamics models such

" A menu cost model assumes that an interest rategehis delayed until the deviation of the curnetail
interest rate offered by the bank from the optiresil interest rate goes beyond a trigger poittictvis related
to the menu cost of adjusting the retail interagt.rThe probability that a bank will change a givetail interest
rate increases in the menu cost model becauseittentinterest rate’s deviation from an optimaémest rate is
likely to increase with time.
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as (Sheshinski and Weiss, 1977, Nakamura and St#in2009) provide the theoretical
background for our approach. These assume thiahg decision to change a price is driven
by the trade-off between the costs of deviatingnfiend optimal price (which is a function of
the costs and the demand function faced by the) fand the costs of adjusting the price.
Under the assumption of a state-dependent retaitast rate adjustment, a bank will change
the retail interest rate if and only if the costshe deviation of the currently offered retaileat
from an unobservable optimal level exceed the aufségljusting the retail rate. The choice of
hazard function covariates that we examine is,efioee, driven by the goal of identifying
variables that affect the unobserved optimal retaé or the adjustment costs. In this context,
we have a substantial advantage over the standme ftickiness literature, where finding

empirical measures for both the latent optimalgaand the adjustment costs is challenging.

We proceed as follows. We assume that the optietall rinterest rate is a function of the
general interest rate level. Since banks have soard&et power in retail loan and deposit
markets, the optimal retail rate from a profit—nmaiaing bank’s point of view reflects general
interest rate dynamics modified by market powerapeaters. Although this optimal retalil
interest rate is not observable, we can empiricafiproximate the deviation of the actual
retail rate from the latent optimum. The approximatis based on the classical state-
dependency S,s literature’s assumption that wheemé changes its retail rates it sets them to
the optimal retail rate at the respective pointimie. The deviation of the observed retail rate
from the optimal retail rate can therefore be agpnated by tracking the dynamics of the
wholesale rate since the latest retail rate chasagg controlling for bank and market
characteristics. For this purpose we focus on twaugs of variables. The first group of
variables tracks wholesale interest rate dynandibg. second group includes observed bank
and market characteristics as measures of the el@freank market power which modifies

the reaction of the optimal retail rate to changethe wholesale rate level.
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With regard to the measures of wholesale interatgt dynamics we start by including the
cumulative change in the wholesale interest rasw/den the time of the latest retail rate
change and the time of the observation as a caeafiaVe use two different rates to
represent the wholesale rate. First, we use tlee aatthree-month Treasury billabéolute
change T-bill rate). Next, we employ the average effective federaldii rate dbsolute
change fed funds rate) as an alternative wholesale rate. The formeridely employed as a
measure of the costs of bank wholesale fundingg®&eand Hannan, 1991; Neumark and
Sharpe, 1992; and Hutchison and Pennacchi, 199®).fdd funds rate is a proxy for the
monetary policy rate and thus the more relevant fool a monetary policy transmission

viewpoint.

Obviously, approximating the deviation of the obser retail rate from the latent optimal
rate, based solely on the cumulative changes oivtitiesale rate, ignores additional features
of interest rate dynamics that might affect theiropt rate. To increase the precision of the
approximation, we also control for asymmetric reacto positive and negative wholesale
rate changes (as shown by Berger and Hannan, 188d}his purpose, we generate dummy
variables for positive changes in the wholesale tiat the loan rate regressiopo$itive
change dummy) and for negative changes in the wholesale ratedrdeposit rate regressions
(negative change dummy). We include these dummies, together with thesssproducts with
the absolute cumulative change of the wholesaks et covariates in the estimation of the
hazard rate. Other possible determinants of tlentaiptimal rate might be the level of the

wholesale rate as well as its volatility and th@ewtation of the future wholesale rate. We

'8 Changes in the wholesale interest rate can alsotbgpreted as marginal cost changes. Simple étieat
models of banking predict a positive dependencevdrt bank retail deposit and loan rates and whielesa
money market rates (see Kiser, 2003). These medsisme that loans are the output in a productioatifon
that uses retail and wholesale funds as inputetHar words, the effect of wholesale rate changel®an rates
resembles the effect of changing input prices enpfices of final goods. The effect of wholesale rehanges
on deposit rates is motivated by the substitutighdf retail deposits and wholesale funds. An aligive view of
the production function of the bank assumes thakdassue deposits and sell the accumulated fumdbei
wholesale market. In that case, the wholesaleisatee price of output, whereas the retail raténésinput price.
In both frameworks, an exogenous rise in the whaddesate is related to an increase in the optiealiirdeposit
and loan rates offered by the bank. This interpi@iahowever, ignores a whole range of the bankis-interest
rate costs.
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include the following as additional covariates: Thill or fed funds rate as a proxy for the
wholesale rate; the difference between the 10-Ydaill rate and the 3-month T-bill rate as a
proxy for the expected interest rate (a differetize we term thgield curve proxy) and the
volatility of the wholesale rate, which is derive)dm a GARCH (1,1) model run on weekly
observations of the wholesale raleThese other factors related to wholesale rate rdics
have so far been ignored in empirical analyseset#ilrinterest rate dynamics, which have
focused on the response to changes in wholesals. réheir inclusion is also a substantial
contribution to the price rigidity literature, wieesuch detailed data on the driving factors of

optimal price dynamics is rarely availafife.

The effect of wholesale rate dynamics on the optimtil interest rate of individual banks
can be modified by the market power the bank eidihieach local market as well as by the
characteristics of the banks. To this end, we edphe set of variables that could affect the
duration of retail interest rates by including gexond group of variables related to bank and
local bank market characteristics as covariatee clusion of these variables in the
analysis, on the one hand, allows us to track gmaughics of the deviation from an optimal
retail rate; on the other hand, it also allowsaiaddress the heterogeneity across banks with
regard to their retail rate adjustments. We exptb#& substantial variation among these

variables in our data to explore their effectsiumnttazards.

Extant theories underline the effect of monopdististortions on price inflexibility. Models

of price adjustment (for example, Barro,1972; arademberg and Saloner, 1987) predict a
higher frequency of price changes in markets witbrancompetition because the firms in
them face more elastic demand. For the bankingstnguBerger and Hannan (1991) model

the positive relationship between market conceotmadnd interest rate rigidity. Empirically,

¥ The GARCH process is estimated for the differeriedsgarithms of the rates; in each case, all petars are
highly significant and are measured tightly. GAREstimated parameters are available from the authiors
request.

? The retail gasoline market is a good alternativieotatory for examining optimal price dynamics (see
Borenstein, Cameron, and Gilbert, 1997).
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the positive relationship between market conceotmaand price rigidity has been shown in
the case of markets for goods and services by da(lt986), Caucutt, Ghosh, and Kelton
(1999), and Bils and Klenow (2004). In the casebahk retail interest rates, Berger and
Hannan (1991), Neumark and Sharpe (1992), MesteGannder (1995), and de Graeve et al.
(2007) present evidence of a positive relationsi@pveen market concentration and interest
rate rigidity. An explicit analysis of the impadt market structure on the hazard of changing

the price has to our knowledge not been presemtéar s

The richness of our dataset allows us to distiriglostween different proxies for market
structure and market power in the estimation, ween@ost of the literature uses a single
market structure proxy, such as the concentratitin or the Herfindahl index. In particular,
we include the bank’s market share in the respedtival market, as measured by the share of
the bank’s retail deposits collected in the locarket relative to the total volume of retail
deposits issued by all banks in this local markie; objective is to control whether banks
with dominant market power adjust their interes¢sdess frequently. We also include market
concentration, as measured by the Herfindahl intlegach of the local markets, since market

structure can affect the price setting of all bamjsrating in a markét.

We also control for the number of local marketsainich a bank operates. This takes into
account the effect of the linked oligopoly hypotkesvhich posits that firms operating in
numerous markets will adjust prices in each mal&ss frequently, fearing revenge from

competitors in all other markets.

We also include as covariates a number of bankachenistics that can affect the speed of
interest rate adjustment. In particular, we contoola bank’s total size, as measured by the
national logarithm of its total assets. The effecbank size can be ambiguous. On the one

hand, if adjustment costs have a lump-sum compaatethie bank level, larger banks may be

2L As a robustness check, we also control for paiemdnlinearities in the hazard rates’ reactionrarket
concentration; we split the sample into intereségan highly concentrated bank markets and thoskess-
concentrated markets. Results are qualitativelyséime.

21



more likely to adjust prices frequently. On theesthand, larger banks bundle different sets
of products, and customers’ costs of switching afwam a larger bank may be higher, so the
size of the bank can have an additional pro-rigiéffect apart from its market share. To
avoid endogeneity concerns, all bank variable wlsem from the Call Report of the

preceding quarter, and all market variables froengtevious year's Summary of Deposits.
Estimation technique and results

We estimate the hazard ratios using a semiparam@ux model with shared frailty at the
bank level to control for the possibility of bangegific random effects in the interest-rate-

changing mechanisf?.The Cox proportional hazard model is given by
h(t| X)=ho(t)*exp(XB),

where X is the vector of covariates angith denotes the baseline hazard. The Cox
proportional model makes no assumption about the fof the baseline hazard. Rather, it

explores the proportional innovation to the bagehazard generated by the covariates value.

The results of these hazard estimatiorse illustrated in Table 3 to Table 6. To facttta
interpretation, the tables report the hazard rataiker the estimated coefficiens The
hazard ratio measures the proportional change @nbiseline hazard corresponding to the
respective covariate. A hazard ratio value highent unity implies that the hazard of
changing the retail rate increases and interestdatations are shorter, while a hazard ratio
value lower than unity corresponds to a lower hédizdrchanging the retail rate and a longer

retail rate duration.

%2 Results of the estimations do not significanthamge if we do not account for the bank-specifieetfand if
we include a bank—market random effect ratherahadank random effect.
% Here, we present only estimation results basethersamples in which a spell is assumed to contihite
changes in week but reverses to the same level in week. The distribution of the spell durations and the
nonparametric hazard estimations for these sangiegresented in the middle subpanels of charts8L We
have rerun all regressions using the full samplaitdres and the sample of failures that are poérsed within
four weeks. The results, which are qualitativelg #ame as those presented in the text, are awafiarh the
authors upon request.
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For both deposit and loan rates, these results sbonsistent with the implications of state-
dependent pricing theories, that the spells’ darais substantially affected by wholesale rate

dynamics. The dynamics’ effect, however, differegtantially across products.

In the case of deposit rates (both checking accaates and money market deposit account
rates), the cumulated changes in the wholesaleerater the regression with hazard ratios
lower than one, suggesting that large cumulatechgds in the wholesale rate reduce the
probability of changing the rate. At first glantieis result is striking, but it can be reconciled
with a classical state-dependent price when weidenthe effect of the sign of the wholesale
change and its interaction term with the wholesate change magnitude. Both the dummy
for a negative wholesale rate change and the ttteraterm exert a positive effect on the
hazard. In sum, the estimated ratios on the whit#desite change covariates suggest that the
probability of changing the deposit rate increaseth the absolute value of negative
wholesale rate changes. For example, checking atcates are 1.29 times more likely to
change if the federal funds rate has changed bybaS® points than if no federal funds rate
change has been cumulatédrhe hazard ratios also suggest that when wholeagds are
rising, banks are less likely to change their dépases (they postpone the adjustment). The
hazard of changing the checking account rate, xamgple, corresponding to a +50 basis
points cumulated federal funds rate change, is 68lyercent of the hazard if there is no
federal funds rate changeThese results present very strong evidence ofagymmetric
adjustment of deposit rates and confirm the imphbees of earlier studies based on simple
probit and partial-adjustment models (Berger andrtda, 1991; Neumark and Sharpe, 1992).
The fact that the hazard of changing the retailodégprate reacts negatively to cumulated
positive wholesale rate changes is not only a gtindication of asymmetric price dynamics.

It also suggests the role of heterogeneity, inseémese that some banks react quickly to small

% The effect of the relative hazard change is coepas 1.29= exp(In(0.283)*0.5)*exp(In(5.8382)*0.5).
* The effect of the relative hazard change is congpage0.53= exp(In(0.2823)*0.5).
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wholesale rate changes while others do not. Thergagons with large cumulated wholesale

rate changes therefore reflect the behavior onth@banks that re-price less frequently.

When loan rate spells are considered, the abswehltee of the wholesale rate change again
generates a hazard ratio lower than unity. Thiecefis modified by the positive effect of a
positive wholesale rate change dummy; howeveretfeet of the cross-product is negative in
the case of loan rate durations. The following nacaé examples of the hazard of changing
the personal loan rate illustrate the effect of lekale rate changes: A cumulated change of
+10 basis points in the federal funds rate willgyate a hazard of changing the personal loan
rate that is 2.44 times larger than if no fedeualds rate change was cumulated; a fed funds
rate change of —10 basis points will reduce theatthof changing the rate by more than 80

percent.

We also find that higher wholesale rate levelsaase the duration of deposit rates (that is,
they reduce the hazard of changing them), while/ tlecrease loan rate durations. As
expected, wholesale rate volatility reduces theatiom of both loan and deposit rates. The
expectation that wholesale rates will rise, asemfld in a steep yield curve slope, reduces
loan rate durations and increases deposit ratetidnsa The estimated effects of all these
features of wholesale rate dynamics are consistéghtthe notion of an asymmetric reaction

to wholesale rate changes. We will review the igsfuesymmetry in detail in section 4.

In estimating the effect of market structure andkbeharacteristics, we find, in all regression
specifications, that bank size is negatively relatethe duration of both deposit and loan rate
spells. Market share, on the contrary, increasedtiration. In sum, these results suggest that
banks do change their retail rates less frequentiparkets where they have the strongest
presence, and this is especially true for smalkbgsuggesting that regional banks with a

strong presence in a few markets have the leagblgepolicy of setting interest rates).
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The number of markets where a firm operates ineeakeposit rates’ duration. Adding
another market “slows” the time to the change ar#tail rate by roughly 1.3 percent. On the

other hand, the effect of the number of marketkan rate duration is negative.

Surprisingly, once market share and bank size aleent into account, the market
concentration (as measured by the Herfindahl inti@s)no significant impact on deposit and

loan retail rate durations.

Note that the coefficients of the bank and marletables are statistically less significant in
the loan rate regressions. We presume that thiseixase because our loan rate sample is
much smaller than our deposit rate sample. Alsoalige the sample covers only very large
banks in major banking markets, the variation it of bank size, market share, number of
markets, and market concentration is not enoughidbt coefficient estimation. However, it
could also be due to an intrinsic difference betwian- and deposit-rate-setting processes.
To shed more light on the most likely source os thieviation (significant impact of market
structure on deposit rate dynamics, weaker effeatarket structure on loan rate dynamics),
we re-estimate the hazard rates for checking antegnmarket deposit account rates, but only
for the subsample of banks and markets for whichhaxe loan rate observations. In this
experiment, all wholesale rate variables turnedtoinave statistically significant coefficients,
similar to those estimated from the full deposieraample. However, none of the bank or
local market characteristics entered with a staéiBy significant coefficient. These variables’
lack of significance is, therefore, most likely dteethe limited scope of the sample. The
comparison of the estimations based on the diftesamples underscores the importance of
using comprehensive samples and casts doubt aedh#s of studies (such as Hofmann and

Mizen, 2004) that are limited to subsamples ofrtfaket.

Estimating the Cox proportional model allows us ooty to explore the covariates’ effect on
the hazard rate but also to draw the baseline Hazar as to eliminate the effect of observed

heterogeneity. To this end, we conclude the amalysthe hazard of changing the retail rates
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by presenting the baseline hazards for the foudymts. The baseline hazard rates (illustrated
in Chart 6) show substantial differences acrossgyets. Once the effects of observables such
as wholesale rate dynamics and bank and marketdesistics are accounted for, the
baseline hazard for loan products is almost zehngs iB not surprising, given that we observe
loan rates only for a sample of large banks in darge markets. This is not the case for
deposit products, where the baseline hazards &istasuially higher. In the case of checking
account rates—for which we do not observe imponteatiuct characteristics such as service
fees, number of ATMs, and so forth—some unobserretérogeneity still generates a
downward-sloping baseline hazard. The baseline rdatta the MMDA rate changes is
upward sloping, which suggests that unobservedrdgeeity is less of an issue for this

rather homogenous product.

In sum, our results suggest that wholesale ratamyes is a key determinant of retail interest
rate durations. Adding standard bank and markeabigs strengthens the model and explains
some of the heterogeneity of retail rate adjustsient

4. Asymmetric interest rate dynamics: A competing risls model investigation

One of the key observations from the estimatedrdazdios presented in section 3 is that the
hazard of changing both loan and deposit ratesysmetrically affected by positive and
negative wholesale rate movements. Asymmetric @ajastment patterns have already been
documented for a broad set of products. For exanipdézman (2000) presents evidence,
based on a broad range of product categories tiwspadjust more quickly to an upward
than to a downward cost shock. In the case oflnetarest rates the asymmetry in the speed
of adjustment to positive and negative wholesaie changes has been shown by Hannan and

Berger (1991) and Hannan (1994).

So far, theory suggests that the observed priceisadgnt asymmetry results from
monopolistic distortion (the optimal rate reactymasietrically to marginal cost changes
because of the monopoly power of price setting$)tnEmpirical research, however, fails to
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find that market imperfections have any significaffect on the magnitude of asymmetry

(Petzman 2000).

This controversy about the sources of the asymnoétpyice dynamics motivates us to revisit
the issue. We extend the analysis presented iloeegtand address the asymmetry of price
adjustments using a competing risks hazard modéMbws positive and negative changes as
separate events. Although the standard hazardidunestimations indicate the existence of
asymmetry, pooling positive and negative changés & single failure event limits their
ability to address the sources of the asymmetrgish limits the ability to examine mutually
offsetting effects, such as the effect of factdrattincrease the probability of a positive
change (e.g. positive wholesale rate shocks) cosabivith the effect of factors that increase
the probability of a negative change in the retalle (e.g. strong market power). The
competing risks model improves on this by allowusyto identify the covariates’ effect on
each of the two “subhazards.” It also allows usdentify the variables that reinforce price

adjustment asymmetry by comparing the covariatepaict on each of the two subhazards.

Generally, the choice of covariates for the conmgetrisks model follows the strategy
presented in chapter 3. However, we also re-estitha& model for both positive and negative
changes of the wholesale rates, separately. Ttheat®n is based on the approach proposed
by Fine and Gray (1999), which extends the fram&vadrthe classical Cox approach to a
semiparametrical estimation of the covariates’ @ffen baseline subhazards for positive and
negative changes respectively. In other wordsfFthe and Gray (1999) subhazard estimates

present the innovation to the baseline subhazarskechby a unit of the covariate.

The results of the competing risks models for tbsifpre and negative changes in each of the

four retail rates are presented in tables 7 toTh@se results show that a positive (negative)

2 Unfortunately, the classical identification chaligs demonstrated by Heckman and Honore (1998) and
Honore and Lleras-Muney (2006) challenge the espion of the other key question that could alsoehav
enabled us to relate the asymmetry of interest aafastments to heterogeneous adjustment costh, asic
analyzing whether banks at high risk of one typédfire (positive) are also at high risk for ther (negative),
even after controlling for covariates.
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wholesale rate change positively affects the pribbalof a positive (negative) retail rate

change. Also, a negative (positive) wholesale casnge negatively affects the probability of
a positive (negative) retail rate change. Thus, degmmetry emerges from the different
magnitudes of the effect of positive and negatieolesale rate changes. In the case of
deposit rates, the effect of negative wholesale catnges is stronger than that of positive

rate changes. The opposite is true for loan rates.

So the hazard of positive deposit rate changeslysstightly increased in the case of positive
wholesale rate changes. For example, a 0.5 peccentilative change in the federal funds
rate generates the hazard of a positive checkioguat rate change that is 1°08mes larger
than the baseline hazard. However, a negative walgaate change tremendously increases
the probability (all else being equal) of a negatdeposit rate change. For example, a —0.5
percent cumulative change in the federal funds gmeerates the hazard of a negative
checking account rate change that is Z2imes larger than the baseline hazard). The
asymmetry is less pronounced in the case of la@ncteanges, which, according to the results
presented in table 9 and table 10, react with areased probability of mild positive changes
in the cumulated wholesale rate change. For exaraptesitive federal funds rate change of
0.25 generates the hazard of a positive loan fdaege that is 1.08 times higher than the
baseline hazard, whereas a fed funds rate chan@® aiduces a hazard that is 0.79 times the
baseline hazart!. Negative interest rate changes substantially dserehe probability of

changing the loan rates.

The fact that the hazard function estimates froatiae 3 showed that positive wholesale rate
changes decrease the probability of a depositatzege, then, reflects the offsetting of the
increase in the hazard of positive changes by dweedse in the negative changes hazard,

caused by arise in the wholesale rate level.

2" The effect of the relative subhazard change ispeted as 1.03=exp(18035)*0.5)*exp(In(0.001)*0.5).
% The effect of the relative subhazard change ispraed as 2.27=
exp(In(.271)*0.5)*1.699*exp(In(6.567)*0.5).
% Note that a smaller effect of larger values of thenulated wholesale rate change could result from
heterogeneity, since banks that have not adjuststhaller changes are less likely to adjust later o
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Among the market-structure and bank-specific contaviables, we find that bank size and
market concentration do not substantially affeetaeymmetry (they reduce the probability of
deposit rate increases slightly more than thos#epbsit rate increase). Market share, on the
other hand, has a very important, strong asymnreinforcing effect. These results support
the hypothesis of a market-power-driven asymmesysaggested by the theory. They
challenge earlier results, which used industry lleweasures of market distortions and so
failed to identify the role of firm-level market wer in reinforcing asymmetric price
dynamics. The different signs of the impact of basike, market share, and market
concentration also suggest a complex interactidwd®n bank and market characteristics,
which explains the failure of studies based on tkailed data to uncover a relation between

monopolistic distortions and asymmetric price dyitamn
5. Conclusion

In this paper, we examine a novel dataset on reti@itest rates and use it as an example of
retail prices to explore several aspects of pretérgy behavior. We study the functional form
of the hazard of changing a price, the reactiontto§ hazard to firm and market
characteristics, and the sources of price dynanasgmmetry. The major advantage of using
retail deposit rates as price examples is the evdnaary richness of available data, which
allows us to explore the effect of product-, firmAd market-level characteristics on the

duration of price spells in a uniform analyticafrework.

We find that retail interest rates, such as cheglaocount rates, money market deposit
account rates, personal loan rates, and fixed tcoedd rates, have a mean duration in the
range of three to four months. The estimated hahandtion of changing the retail rates
increases for roughly the first six months and eases after that. The hazard is significantly
affected by bank and market structure charactesis#hnd last but not least, the effect of
money market interest rate dynamics on retail @derates is strongly asymmetrical, and the

magnitude of the asymmetry is related to monopoldistortions.
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These results contribute substantially to the prigieity literature which has, so far, used less
detailed data that do not allow identification eitlof the relation between firm and market
characteristics and the hazard of price change®fothe sources of price adjustment
asymmetries. Besides contributing to the pricedrygiliterature, our analysis contributes to
the literature on interest rate dynamics by oveiogrthe econometric pitfalls associated with
the use of smooth adjustment techniques such agegoation in analyzing interest rate

dynamics, which is obviously characterized by luragyustments.

Two policy implications emerge from our resultstsEi the documented state-dependency of
retail rate dynamics suggests important implicaior aggregate interest rate dynamics by
proposing that those banks with the largest deanatiom the optimum are most likely to
adjust their retail rates. Policies targeting angjgin the retail rate should, therefore, account
for the distribution of the deviations from the iopim rate for the population of banks as
well as for the possibility that a substantialrehaf banks may not react at all to a monetary
policy rate change if such a change does not $héir optimal retail rate substantially.
Second, by illustrating the role of market struetur the retail rate adjustment process, we
show the importance of bank market structure dynarfor monetary policy transmission.
Our analysis in this paper could be characterizedreduced form,” in the sense that the
estimates have few structural interpretations. Hanethe hazard functions that we estimate
provide a point of departure to a variety of stowat extensions, such as exploration of the
effect of lumpy, bank-level interest rate adjustitsesn aggregate interest rate dynamics and
the empirical estimation of the magnitude of thpisisnent costs. Further, because our results
suggest the importance of unobserved heterogemeitgetermining price changes, our
estimating approach can easily be expanded todeadlmobserved heterogeneity of a known

parametric form.

All of this suggests that duration analysis, alamth our high-frequency data, can be an

important first step towards developing a strudturedel of interest-rate determination.
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Constructing such a model is a scheduled extertfitims research project. Potentially, these
results point to important similarities between theeroeconometric properties of price and
interest-rate dynamics, which can be employed irdetiog the mechanism of monetary

policy transmission.
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Table 1: Average duration of interest rate spell&nd average rate change

average
change
average relative to
duration (in average average average
Product weeks) change (in %) rate rate
deposits
checking accounts 17.71 0.16 0.53 0.30
MMDA 12.76 0.26 1.07 0.24
CD 3 months 7.87 0.33 2.33 0.14
CD 12 months 6.08 0.35 2.96 0.12
loans
auto loan 9.87 0.87 7.67 0.11
arm lyear 4.88 0.52 3.82 0.14
heloc 8.15 0.60 12.32 0.05
mortgage 15 years 3.34 0.25 5.83 0.04
personal 11.13 1.47 12.32 0.12
fixed credit card 10.08 0.87 7.56 0.12

Source: Authors’ computations based on BankRateitdiodata.
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Table 2: Number of spells and number of time changereversed within four weeks

total number number of number of number of number of
of "sales" with  "sales" with 2 "sales" with 3 "sales" with 4
total number uncensored one week weeks weeks weeks

Product of spells spells duration duration duration duration
deposits
cheching account 8084 5714 628 149 107 70
MMDA 14433 11814 1600 240 257 103
loans
personal 797 642 134 48 20 12
fixed credit card 709 565 79 21 12 15

Source: Authors’ calculations based on BankRateitdodata.
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Table 3: Wholesale rate changes and the hazard dfi@nging the checking account rate: COX proportional

hazard ratios

wholesale rate=T-Bill 3

wholesale rate=Fed

Hazard standard Hazard standard
ratio error ratio error
absolute change wholesale rate 0.1100 ***  (0.0070 0.2823 ***  0.0109
dummy for negative change 1.0301 0.0438 1.3760 ** 0.0506
negative change*absolute change 5.8382 ***  (0.4216 5.2885 *** 0.3757
wholesale rate 0.8664 ***  0.0225 0.9182 ***  0.0226
yield cune 0.6445 ***  0.0253 0.6879 ***  0.0262
wholesale rate volatility 6.0930 ***  1.0410 1.0006 ***  0.0000
bank size 1.0684 ** 0.0139 1.0978 ***  0.0141
herfindahl 1.3528 0.2922 1.4203 0.3130
market share 0.6672 ***  0.1074 0.6562 ** 0.1050
number of markets 0.9888 ***  (0.0012 0.9855 ***  0.0011
# Observations 138417 138652
# spells 6483 6483
LR Chi(2) 736.37 638.71

Note: COX proportional semi-parametric estimatidrire hazard of changing the retail rate based sanaple
of spells considering only changes which are ne¢nged within one week as spell “ends”. Hazardsatiigher
than unity imply an increased hazard of changirgyritail rate. Hazard ratios lower than unity implyower
probability of changing the retail rate and thusendgid retail rates.
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Table 4: Wholesale rate changes and the hazard dfi@nging the money market deposit account rate:
COX proportional hazard ratios

wholesale rate=T-Bill 3 wholesale rate=Fed
Hazard standard Hazard standard
ratio error ratio error
absolute change wholesale rate 0.524 *** 0.018 0.184 *** 0.006
dummy for negative change 1.669 *** 0.046 0.914 ** 0.023
negative change*absolute change 0.089 *** 0.006 9.301 *** 0.581
wholesale rate 0.853 *** 0.016 0.889 *** 0.015
yield cune 0.632 *** 0.016 0.657 *** 0.017
wholesale rate volatility 2.491 *** 1.021 4,82 *** 1.137
bank size 1.080 *** 0.010 1.079 *** 0.010
herfindahl 0.832 0.132 0.836 0.132
market share 0.924 0.103 0.952 0.105
number of markets 0.989 *** 0.001 0.988 *** 0.001
# Observations 160188 160188
# spells 9105 9105
LR Chi(2) 7361.05 4745.07

Note: COX proportional semi-parametric estimatidrire hazard of changing the retail rate based sanaple
of spells considering only changes which are ne¢nged within one week as spell “ends”. Hazardsatiigher
than unity imply an increased hazard of changirgyritail rate. Hazard ratios lower than unity implyower
probability of changing the retail rate and thusenagid retail rates.
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Table 5: Wholesale rate changes and the hazard dfi@nging the personal loan rate: COX proportional
hazard ratios

wholesale rate=T-Bill 3 wholesale rate=Fed funds

Hazard standard Hazard standard
ratio error ratio error
absolute change wholesale rate 0.412 *** 0.063 0.714 *** 0.070
dummy for positive change 3.092 *** 0.499 4,221 *** 0.512
positive change*absolute change 0.019 *** 0.012 0.010 *** 0.006
wholesale rate 1.290 *** 0.111 1.576 *** 0.124
yield cune 1.568 *** 0.186 2.077 *** 0.251
wholesale rate volatility 7.050 12.400 7.316 *** 10.544
bank size 1.076 * 0.051 1.079 * 0.049
herfindahl 0.614 0.609 0.579 0.579
market share 0.076 *** 0.043 0.065 0.037
number of markets 1.020 *** 0.003 1.022 ** 0.003
# Observations 4862 5582
# spells 527 625
LR Chi(2) 498.03 367.98

Note: COX proportional semi-parametric estimatidrine hazard of changing the retail rate based sanaple
of spells considering only changes which are ne¢nged within one week as spell “ends”. Hazardsatiigher
than unity imply an increased hazard of changirgyritail rate. Hazard ratios lower than unity implyower
probability of changing the retail rate and thusendgid retail rates.
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Table 6: Wholesale rate changes and the hazard dfi@nging the fixed credit card rate: COX proportional
hazard ratios

wholesale rate=T-Bill 3month  wholesale rate=Fed funds

standard Hazard standard
Hazard ratio error ratio error
absolute change wholesale rate 0.159 *** 0.036 0.568 *** 0.068
dummy for positive change 2.503 *** 0.327 1.890 *** 0.225
positive change*absolute change 0.003 *** 0.002 0.000 *** 0.000
wholesale rate 2.375 *** 0.224 1.872 *** 0.154
yield cune 2.270 *** 0.298 1.787 *** 0.229
wholesale rate volatility 1.694 *** 1.024 1.000 *** 0.000
bank size 1.122 ** 0.051 1.091 * 0.049
herfindahl 0.917 0.814 0.555 0.479
market share 0.724 0.390 1.013 0.549
number of markets 1.005 ** 0.003 1.006 ** 0.003
# Observations 4982 4982
# spells 543 543
LR Chi(2) 529.72 277.95

Note: COX proportional semi-parametric estimatidrihe hazard of changing the retail rate based sanaple
of spells considering only changes which are ne¢nged within one week as spell “ends”. Hazardsatiigher
than unity imply an increased hazard of changirgyritail rate. Hazard ratios lower than unity implyower
probability of changing the retail rate and thusendgid retail rates.
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Table 7: Competing risks model estimation of the sathazard ratios for positive and negative changes alie checking account rate

Positive change hazard

wholesale rate=T-Bill 3 month rate wholesale rate=Fed funds rate
Hazard standard Hazard standard Hazard standard Hazard standard
ratio error ratio error ratio error ratio error
absolute change wholesale rate 0.289 *** 0.021 0.244 *** 0.059 0.382 *** 0.025 0.276 *** 0.037
dummy for negative change 0.836 * 0.085 0.990 0.130
negative change*absolute change 0.844 0.214 0.339 * 0.214
dummy for positive change 1.197 * 0.122 1.079 0.101
positive change*absolute change 1.185 0.301 2.783 ** 1.239
wholesale rate 0.725 *** 0.042 0.725 *** 0.042 0.796 *** 0.045 0.841 *** 0.052
yield curve 0.574 *** 0.051 0.574 *** 0.051 0.684 *** 0.061 0.701 *** 0.066
wholesale rate olatility 0.000 *** 0.000 7.090 *** 2.050 1.000 *** 0.000 1.000 *** 0.000
bank size 1.125 *** 0.029 1.125 *** 0.029 1.136 *** 0.030 1.138 *** 0.030
herfindahl 2.493 ** 0.980 2.493 ** 0.980 2.346 ** 0.918 2.411 ** 0.940
market share 0.530 * 0.193 0.530 * 0.193 0.524 * 0.189 0.522 * 0.188
number of markets 0.981 *** 0.002 0.981 *** 0.002 0.979 *** 0.002 0.979 *** 0.002
# Observations 138417 138417 138417 138417
# failures 979 979 979 979
LR Chi(2) 560.5 560.61 529.71 489.7

Negative change hazard

wholesale rate=T-Bill 3 month rate wholesale rate=Fed funds rate
Hazard standard Hazard standard Hazard standard Hazard standard
ratio error ratio error ratio error ratio error
absolute change wholesale rate 0.044 0.006 0.702 *** 0.028 0.271 *** 0.012 0.935 *** 0.025
dummy for negative change 1.060 0.059 1.699 *** 0.080
negative change*absolute change 15.810 2.278 6.567 *** 0.488
dummy for positive change 0.944 0.053 1.071 0.049
positive change*absolute change 0.063 *** 0.009 0.000 *** 0.000
wholesale rate 0.936 0.033 0.936 ** 0.033 0.977 *** 0.030 0.735 *** 0.024
yield curve 0.697 0.036 0.697 *** 0.036 0.727 *** 0.035 0.541 *** 0.026
wholesale rate volatility 2.600 1.110 2.600 *** 1.100 1.001 *** 0.000 1.001 *** 0.000
bank size 1.061 0.015 1.061 *** 0.015 1.094 *** 0.015 1.080 *** 0.015
herfindahl 1.130 0.287 1.130 0.287 1.175 0.312 1.064 0.278
market share 0.682 0.131 0.682 ** 0.131 0.682 *** 0.129 0.712 * 0.136
number of markets 0.990 0.001 0.990 *** 0.001 0.987 *** 0.001 0.989 *** 0.001
# Observations 138417 138417 138417 138417
# failures 3162 3162 3162 3162
LR Chi(2) 2327.08 2327.09 3435.66 1557.88

Note: Semi-parametric estimation of the subhazafdsositive and negative retail rate changes based sample of spells considering only changestwhre not reversed
within one week as spell “ends”. Hazard ratios bigihan unity imply an increased hazard of changiegetail rate. Hazard ratios lower than unitplyra lower probability of
changing the retail rate and thus more rigid reta#s.
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Table 8: Competing risks model estimation of the sahazard ratios for positive and negative changes ofie MMDA rate

Positive change hazard

wholesale rate=T-Bill 3 month rate wholesale rate=Fed funds rate
Hazard standard Hazard standard Hazard standard Hazard standard
ratio error ratio error ratio error ratio error
absolute change wholesale rate 0.120 *** 0.008 0.489 *** 0.074 0.203 *** 0.011 0.749 *** 0.065
dummy for negative change 0.217 *** 0.016 0.339 *** 0.026
negative change*absolute change 4,094 *** 0.689 3.919 *** 1.271
dummy for positive change 4.609 *** 0.330 3.987 *** 0.271
positive change*absolute change 0.244 *** 0.041 0.227 *** 0.024
wholesale rate 0.719 *** 0.025 0.719 *** 0.025 0.751 *** 0.024 0.739 *** 0.024
yield cune 0.507 *** 0.024 0.507 *** 0.024 0.513 *** 0.025 0.500 *** 0.025
wholesale rate wolatility 0.000 0.000 0.000 0.000 1.192 1.285 0.720 0.764
bank size 1.053 *** 0.017 1.053 *** 0.017 1.035 ** 0.017 1.033 ** 0.017
herfindahl 0.995 0.279 0.995 0.279 1.043 0.284 1.030 0.281
market share 0.876 0.177 0.876 0.177 0.798 0.160 0.776 0.156
number of markets 0.991 *** 0.001 0.991 *** 0.001 0.991 *** 0.001 0.992 *** 0.001
# Observations 160188 160188 160188 160188
# failures 3362 3362 3362 3362
LR Chi(2) 1552.73 1552.73 1264.12 1522.87

Negative change hazard

wholesale rate=T-Bill 3 month rate wholesale rate=Fed funds rate
Hazard standard Hazard standard Hazard standard Hazard standard
ratio error ratio error ratio error ratio error
absolute change wholesale rate 0.011 *** 0.002 0.559 *** 0.022 0.191 *** 0.009 0.877 *** 0.020
dummy for negative change 0.848 *** 0.032 FEk 1.427 *** 0.049
negative change*absolute change 51.526 *** 9.208 *xx 10.365 *** 1.021
dummy for positive change 1.179 0.044 1.153 *** 0.038
positive change*absolute change 0.019 0.003 0.034 *** 0.004
wholesale rate 0.971 0.024 0.971 0.024 0.995 0.021 0.938 *** 0.022
yield cure 0.762 *** 0.026 0.762 *** 0.026 0.784 *** 0.026 0.735 *** 0.025
wholesale rate volatility 6.200 *** 1.760 6.200 *** 1.760 6.980 *** 1.737 3.153 *** 7.451
bank size 1.098 *** 0.013 1.098 *** 0.013 1.105 *** 0.013 1.098 *** 0.012
herfindahl 0.793 0.166 0.793 0.166 0.741 0.156 0.787 0.163
market share 0.862 0.123 0.862 0.123 0.958 0.137 0.793 * 0.114
number of markets 0.987 *** 0.001 0.987 *** 0.001 0.987 *** 0.001 0.988 *** 0.001
# Observations 160188 160188 160188 160188
# failures 5690 5690 5690 5690
LR Chi(2) 4295.08 4295.9 4110.18 2233.13

Note: Semi-parametric estimation of the subhazafg®sitive and negative retail rate changes basea sample of spells considering only changesiwiie not reversed
within one week as spell “ends”. Hazard ratios bigihan unity imply an increased hazard of chantfiegetail rate. Hazard ratios lower than unitplyra lower probability of
changing the retail rate and thus more rigid reta#s.
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Table 9: Competing risks model estimation of the sahazard ratios for positive and negative changes dfie personal loan rate

Positive change hazard

wholesale rate=T-Bill 3 month rate wholesale rate=Fed funds rate
Hazard standard Hazard standard Hazard standard Hazard standard
ratio error ratio error ratio error ratio error
absolute change wholesale rate 0.129 * 0.145 0.124 *** 0.089 0.158 *** 0.106 0.184 *** 0.091
dummy for negative change 0.338 *** 0.104 0.606 * 0.161
negative change*absolute change 0.961 1.326 1.161 0.991
dummy for positive change 2,957 *** 0.912 1.650 ** 0.439
positive change*absolute change 1.041 1.437 0.861 0.735
wholesale rate 0.839 0.174 0.839 0.174 1.496 *** 0.237 1.496 ** 0.237
yield curve 0.810 0.234 0.810 0.234 1.779 ** 0.444 1.779 ** 0.444
wholesale rate volatility 0.343 9.757 0.343 9.757 1.425 3.996 1.425 3.996
bank size 1.043 0.099 1.043 0.099 1.058 0.094 1.058 0.094
herfindahl 1.075 2.257 1.075 2.257 1.499 3.179 1.499 3.179
market share 0.293 0.348 0.293 0.348 0.282 0.345 0.282 0.345
number of markets 1.020 *** 0.008 1.020 0.008 1.022 *** 0.007 1.022 *** 0.007
# Observations 4862 4862 4862 4862
# failures 149 149 149 149
LR Chi(2) 121.71 121.71 101 101

Negative change hazard

wholesale rate=T-Bill 3 month rate wholesale rate=Fed funds rate
Hazard standard Hazard standard Hazard standard Hazard standard
ratio error ratio error ratio error ratio error
absolute change wholesale rate 0.025 0.072 0.166 0.267 0.000 ** 0.000 0.505 0.311
dummy for negative change 0.189 *** 0.104 0.150 *** 0.066
negative change*absolute change 6.596 21.995 8393.370 ** 33814.140
dummy for positive change 5.295 *** 2.911 6.654 *** 2.922
positive change*absolute change 0.152 0.506 0.000 ** 0.000
wholesale rate 1.013 0.264 1.013 0.264 1.819 *** 0.378 1.819 *** 0.378
yield curve 0.913 0.322 0.913 0.322 1.857 ** 0.558 1.857 ** 0.558
wholesale rate volatility 1.160 *** 0.253 1.160 *** 2.530 1.588 *** 3.501 1.588 ***  3501.053
bank size 1.154 0.200 1.154 0.200 1.144 0.181 1.144 0.181
herfindahl 0.732 2.318 0.732 2.318 1.094 3.523 1.094 3.523
market share 0.019 *** 0.028 0.019 *** 0.028 0.012 *** 0.019 0.012 *** 0.019
number of markets 1.026 *** 0.009 1.026 *** 0.009 1.026 *** 0.008 1.026 *** 0.008
# Observations 4862 4862 4862 4862
# failures 68 68 68 68
LR Chi(2) 199.62 199.61 178.62 178.62

Note: Semi-parametric estimation of the subhazafdsositive and negative retail rate changes based sample of spells considering only changes twhie not reversed
within one week as spell “ends”. Hazard ratios bigihan unity imply an increased hazard of changiegetail rate. Hazard ratios lower than unitplyra lower probability of
changing the retail rate and thus more rigid reta#s.
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Table 10: Competing risks model estimation of theubhazard ratios for positive and negative changed dixed credit card rate

Positive change hazard

wholesale rate=T-Bill 3 month rate wholesale rate=Fed funds rate
Hazard standard Hazard standard Hazard standard Hazard standard
ratio error ratio error ratio error ratio error
absolute change wholesale rate 0.033 *** 0.024 0.015 *** 0.019 0.145 *** 0.089 0.346 *** 0.097
dummy for negative change 0.519 ** 0.163 0.465 *** 0.122
negative change*absolute change 0.464 0.677 1.671 1.289
dummy for positive change 1.925 ** 0.604 2.726 *** 0.711
positive change*absolute change 2.156 3.149 0.001 *** 0.001
wholesale rate 1.419 * 0.304 1.419 * 0.304 1.782 *** 0.339 1.796 *** 0.340
yield curve 1.024 0.310 1.024 0.310 1.430 0.429 1.489 0.446
wholesale rate wolatility 0.000 0.000 0.000 0.000 0.999 ** 0.001 0.999 ** 0.001
bank size 0.939 0.108 0.939 0.108 0.896 0.108 0.898 0.106
herfindahl 0.736 1.529 0.736 1.529 1.048 1.940 1.077 2.013
market share 0.924 1.276 0.924 1.276 1.373 1.891 1.410 1.926
number of markets 1.013 * 0.007 1.013 * 0.007 1.016 ** 0.007 1.015 ** 0.007
# Observations 4982 4982 4982 4982
# failures 112 112 112 112
LR Chi(2) 131.92 131.93 142.45 172.42

Negative change hazard

wholesale rate=T-Bill 3 month rate wholesale rate=Fed funds rate
Hazard standard Hazard standard Hazard standard Hazard standard
ratio error ratio error ratio error ratio error
absolute change wholesale rate 0.000 ** 0.000 0.400 0.287 0.001 *** 0.002 0.681 0.250
dummy for negative change 0.117 *** 0.051 0.145 *** 0.056
negative change*absolute change 407.952 ** 1597.595 782.421 ***  1894.928
dummy for positive change 8.535 3.703 7.735 *** 2.960
positive change*absolute change 0.000 0.001 0.000 *** 0.000
wholesale rate 1.331 0.279 1.331 0.279 2.008 *** 0.365 1.880 *** 0.350
yield curve 1.046 0.324 1.046 0.324 1.745 * 0.538 1.715 * 0.532
wholesale rate volatility 1.210 *** 2.230 1.210 2.230 1.001 *** 0.000 1.001 *** 0.000
bank size 1.059 0.117 1.059 0.117 1.029 0.118 1.024 0.118
herfindahl 0.534 1.309 0.534 1.309 0.785 1.801 0.639 1.470
market share 1.738 2.310 1.738 2.310 1.979 2.587 2.133 2.792
number of markets 0.999 0.008 0.999 0.008 1.001 0.008 1.002 0.008
# Observations 4982 4982 4982 4982
# failures 80 80 80 80
LR Chi(2) 163.17 163.17 127.05 133.33

Note: Semi-parametric estimation of the subhazafdsositive and negative retail rate changes based sample of spells considering only changestwhre not reversed
within one week as spell “ends”. Hazard ratios bigihan unity imply an increased hazard of changiegetail rate. Hazard ratios lower than unitplyra lower probability of
changing the retail rate and thus more rigid reta#s.
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Chart 1: Distribution of checking account rate durations
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Chart 2: Distribution of money market deposit account rate durations
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Chart 3: Distribution of personal loan rate durations
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Chart 4: Distribution of fixed credit card rate dur ations
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Chart 5: Kaplan—Maier hazard function estimates
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Chart 6: Baseline hazards
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